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Operational configuration of the Integrated Forecasting System at ECMWF

Schematic of spectral-transform method in IFS
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Schematic description of the spectral transform 
method in the ECMWF IFS model
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Figure 6: as Figure 5 but for the NGGPS 3 km case. 

4 Roadmap for development 

ECMWF’s objective is to develop one of the most advanced and flexible model infrastructures for 

operational, global NWP applications to optimally exploit future computer hardware emerging over the 

next 20 years. In addition, the code infrastructure should facilitate efficient collaboration with member 

states, both for scientific exploitation and the effective use of boundary conditions from ECMWF for 

limited-area modelling. 

A number of key areas are addressed in the 2015-2018 timeframe where the current IFS does not allow 

sufficient flexibility and hence hinders progress in adapting to future computing architectures. In order 

to increase substantially the readiness level for emerging technologies, we seek alternative numerical 

algorithms that depend on different communication patterns, both local and global. It is likely that 

several different numerical algorithms will be justifiable and efficient in terms of time-to-solution but 

that they will not be competitive in terms of energy-to-solution. The latter is emerging as a growing 

problem, with rising energy costs absorbing substantial parts of the compute budget in weather 

prediction services. Today’s NWP models achieve less than 10% of peak sustained performance or less. 

Yet despite the low compute efficiency, today’s energy consumption does not scale with the compute, 

and a substantially higher percentage of the energy usage peak is consumed. Thus apart from increasing 

computational density in NWP models, which increases compute efficiency, the use of emerging 

technology that consumes energy according to the compute rate must be considered. 

The scope of the activities on numerical methods and technical model development over the next three 

years (some activities are externally funded) is to fundamentally establish flexibility, new programmatic 

interfaces and data structures, together with exploring scientific choices which open up new possibilities 

Current operational configuration of the Integrated Forecasting System (IFS) at the European Centre for
Medium-Range Weather Forecasting:

• hydrostatic primitive equations (nonhydrostatic option available; see Benard et al. 2014)

• hybrid η − p vertical coordinate (Simmons and Burridge, 1982)

• spherical harmonics representation in horizontal (Wedi et al., 2013)

• finite-element discretisation in vertical (Untch and Hortal, 2004)

• semi-implicit semi-Lagrangian (SISL) integration scheme (Temperton et al. 2001, Diamantakis 2014)

• cubic-octahedral (”TCo”) grid (Wedi, 2014, Malardel et al. 2016)

• HRES: TCo1279 (O1280) with ∆h ≈ 9 km and 137 vertical levels

• ENS (1+50 perturbed members): TCo639 (O640) with ∆h ≈ 16 km and 91 vertical levels

⇒ ECMWF strategy for the year 2025 targets to run ENS with TCo1999 with ∆h ≈ 5 km
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Quasi-hydrostatic versus nonhydrostatic dynamics

October 29, 2014

1, 2.5, 5, ~9 km of Tropical Atlantic with ICON & IFS 

Greyzone evaluations

Total water + ice content           

13 km 9 km

2.5 km 2.5 km

Daniel Klocke and Nils Wedi 
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Quasi-hydrostatic versus nonhydrostatic dynamics

Idealized convective storm (Klemp et al. 2015) on a small planet (1/25 reduced) with H and NH
formulation of IFS: From what horizontal grid spacing ∆h appear significant differences?

→ H-IFS and NH-IFS use Forbes et al. 2011 microphysics and similar numerical configurations, in
particlar TCo grid, FD in vertical, ICI, no explicit diffusion, no convection scheme)
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Quasi-hydrostatic versus nonhydrostatic dynamics

Idealized convective storm (Klemp et al. 2015) on a small planet (1/25 reduced) with H and NH
formulation of IFS and NH-FVM:

→NH-FVM uses smaller time steps and different microphysics parametrisation!
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Finite-Volume Module (FVM) of IFS—key formulation features

• deep-atmosphere nonhydrostatic Euler equations in geospherical framework (Szmelter and Smolarkiewicz
2010; Smolarkiewicz et al. 2016; Smolarkiewicz, Kühnlein, Grabowski 2017; Kühnlein, Malardel,
Smolarkiewicz in prep.)

• flexible height-based terrain-following vertical coordinate

• hybrid of horizontally-unstructured median-dual finite-volume with vertically-structured
finite-difference/finite-volume discretisation (Szmelter and Smolarkiewicz 2010; Smolarkiewicz et al. 2016)

• all prognostic variables are co-located

• two-time-level semi-implicit integration scheme with 3D implicit acoustic, buoyant and rotational modes
(Smolarkiewicz, Kühnlein, Wedi JCP 2014)

• preconditioned generalised conjugate residual iterative solver for 3D elliptic problems arising in the
semi-implicit integration schemes (Smolarkiewicz and Szmelter 2011 for a more recent review)

• non-oscillatory finite-volume MPDATA scheme (Smolarkiewicz and Szmelter 2005; Kühnlein and
Smolarkiewicz 2017)

• octahedral reduced Gaussian grid, but the FVM formulation not restricted to this (Szmelter and
Smolarkiewicz 2016)

• optional moving mesh capability (as in Kühnlein, Smolarkiewicz, Dörnbrack 2012)

i jSj

median-dual finite-volume approach

∫
Ω
∇·A =

∫
∂Ω

A·n =
1

Vi

l(i)∑
j=1

A⊥j Sj

dual volume: Vi , face area: Sj
terrain-following coordinate
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Octahedral reduced Gaussian grid

Z
X

Y

EUROPEAN CENTRE FOR MEDIUM-RANGE WEATHER FORECASTS

Comparison of resolution of dual mesh for N24 and O24

7

(Defined as the square root of the local dual area)

Not important for IFS, but for stencil-based algorithms such as in FVM

ECMWF Newsletter No. 146 – Winter 2015/16

26

METEOROLOGY

b Octahedral grida Original grid

90° 180° 270° 360°0°

-60°

-90°

-30°

0°

30°

60°

90°

90° 180° 270° 360°0°

-60°

-90°

-30°

0°

30°

60°

90°

(m/s)
-40 -32 -24 -16 -8 0 8 16 24 32 40

Figure 6 Idealised baroclinic wave test case using the finite-volume module of the IFS being developed at ECMWF, showing meridional 
wind component after 8 days of simulation for (a) the original reduced Gaussian grid and (b) the octahedral reduced Gaussian grid.

towards the poles. The design of this new grid is inspired 
by a regular triangular mapping onto an octahedron, which 
corresponds to a reduction of 4 points per latitude circle, 
one per face of the octahedron (Box B). The resulting grid is 
called the ’cubic-octahedral reduced Gaussian grid’.

The nominal resolution of the grid in the zonal direction is 
not as uniform around the globe as in the original reduced 
Gaussian grid (Figure 5), but the number of points per 
vertical level is significantly lower (for the N = 1280 grid, the 
original reduced grid has about 8.5 million points against 
6.5 million for the new octahedral grid). In practice, this 
saves another 22% of total computation time. With the 
current reduced Gaussian grid, the number of points per 
latitude circle is constrained to be a multiple of 2, 3 and 
5 by the Fast Fourier Transform (FFT) algorithm FFT992 
originally developed at ECMWF by our former colleague 

Clive Temperton (Temperton, 1983). The cubic-octahedral 
reduced Gaussian grid will be used in the IFS together 
with the FFT package FFTW (http://www.fftw.org/), which 
efficiently allows any number of points per latitude circle.

The spectral transform method may become 
computationally inefficient in the future due to the 
communication overhead of the global spectral 
transformations. To address this risk, alternative numerical 
methods that rely only on nearest-neighbour information 
are being developed at several Member State weather 
services and also in the context of the PantaRhei project 
at ECMWF (Smolarkiewicz et al., 2015). The recently 
investigated finite-volume module (FVM) can provide a 
more efficient and scalable way of computing differential 
operators in the IFS, but the accuracy of the approach 
depends also on the underlying mesh which defines 

BHow to generate an octahedral reduced Gaussian grid

1. Imagine each hemisphere of the globe is divided into 4 
quarters, with each quarter corresponding to one face of an 
octahedron (left).

2. Start with 20 points, i.e. 5 per quarter, at the Gaussian 
latitude closest to the pole (middle).

3. Add one point per quarter for each new Gaussian 
latitude towards the equator, i.e. 4 more points per 
Gaussian latitude circle.

4. Because of the curvature of the Earth, the spacing between 
the grid points along a latitude circle varies with the 
latitude. It is slightly wider in the mid-latitudes than at the 
equator and near the pole (right).

Last latitude
before the pole

dx

dx

• octahedral reduced Gaussian grid (octahedral grid of size OX )

• suitable for spherical harmonics transforms applied in spectral IFS

→ Gaussian latitudes⇒ Legendre transforms
→ equidistant distribution of nodes along latitudes following

octahedral rule⇒ Fourier transforms

• FVM develops median-dual mesh around nodes of octahedral grid

⇒ finite-volume and spectral-transform IFS can operate on same
quasi-uniform horizontal grid

→ Malardel et al. ECMWF Newsletter 2016, Smolarkiewicz et al. JCP 2016

→ operational at ECMWF with HRES and ENS since March 2016

• Mesh generator and parallel data structures for FVM provided by
ECMWF’s Atlas framework (Deconinck et al. 2017)
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Governing equations in FVM

Flux-form moist compressible Euler equations in generalised curvilinear coordinates (Smolarkiewicz, Kühnlein,
Grabowski 2017; Kühnlein, Malardel, Smolarkiewicz in prep.):

∂Gρd
∂t

+∇ · (vGρd ) = 0 ,

∂Gρdu
∂t

+∇ · (vGρdu) = Gρd

[
−θρG̃∇ϕ′ + gB − f ×

(
u−

θρ

θρa
ua

)
+M′ + DDD + PPPu

]
,

∂Gρdθ′

∂t
+∇ ·

(
vGρd θ

′
)

= Gρd
[
−G̃T u · ∇θa +H + Pθ

′]
,

∂Gρd rk
∂t

+∇ · (vGρd rk ) = Gρd
[
Drk + Prk

]
where rk = rv , rc , rr , ri , rs ,

ϕ
′ = cpd

[(
Rd

p0

ρd θ (1 + rv/ε)

)Rd/cvd
− πa

]
,

with:

v = G̃T u , θρ =
θ (1 + rv/ε)

(1 + rt )
, ε =

Rd

Rv
, θ

′ = θ − θa ,

B = 1−
θρ

θρa
= 1−

ηθρ

θρa

(
θa + θ

′
)
, ηθρ ≡

1 + rv/ε

1 + rt
, rt =

∑
k

rk
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Finite-volume and spectral-transform solutions in IFS

Dry baroclinic instability (Ullrich et al. 2014) with FVM and spectral-transform IFS (ST):

Surface pressure (hPa) at day 10
O160/TCo159, ∆h ≈ 62 km O640/TCo639, ∆h ≈ 16 km V@53N O640/TCo639, ∆h ≈ 16 km, day 10

• Finite-volume solutions achieve accuracy of established spectral-transform IFS for planetary-scale
baroclinic instablility
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Finite-volume and spectral-transform solutions in IFS

Instantaneous kinetic energy spectra O640/TCo639 (∆h≈ 16 km)
for baroclinic instability at day 15
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Finite-volume and spectral-transform solutions in IFS

Moist baroclinic instability with FVM and spectral-transform IFS (ST) with large-scale
condensation and diagnostic precipitation:

Precipitation (mm/day) at day 10
O160/TCo159, ∆h ≈ 62 km O640/TCo639, ∆h ≈ 18 km

Precipitation (mm/day) at day 15
O160/TCo159, ∆h ≈ 62 km O640/TCo639, ∆h ≈ 18 km

Surface pressure O640/TCo639, ∆h ≈ 18 km, day 15

• Finite-volume solutions achieve accuracy of
established spectral-transform IFS for moist flows
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Finite-volume and spectral-transform solutions in IFS

Moist baroclinic instability with FVM and spectral-transform IFS (ST) with large-scale
condensation and diagnostic precipitation:

Precipitation (mm/day) at day 10
O160/TCo159, ∆h ≈ 62 km O640/TCo639, ∆h ≈ 18 km

Precipitation (mm/day) at day 15
O160/TCo159, ∆h ≈ 62 km O640/TCo639, ∆h ≈ 18 km

Surface pressure O640/TCo639, ∆h ≈ 18 km, day 15

• Finite-volume solutions achieve accuracy of
established spectral-transform IFS for moist flows
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Tropical cyclone simulations with FV and ST approaches in IFS

Tropical cyclone simulations with coupling to parametrisations for large-scale condensation with
diagnostic rain, surface fluxes and PBL diffusion (Reed and Jablonowski 2011) on O640/L60:

Wind speed (m/s) in horizontal section at z ≈ 1 km:
Wind speed (m/s) in zonal-height section:
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Dynamical Core Model Intercomparison Project (DCMIP)

Colin M. Zarzycki1, Kevin A. Reed2, Christiane Jablonowski3, Paul A. Ullrich4, James Kent5, Peter H. Lauritzen1 and Ramachandran Nair1

The Dynamical Core Model Intercomparison Project (DCMIP-2016):
Results of the Supercell Test Case

1 National Center for Atmospheric Research, Boulder, CO  2 Stony Brook University, Stony Brook, NY   3 University of Michigan, Ann Arbor, MI   4 University of California - Davis, Davis, CA   5 University of South Wales, Wales, UK

http://www.colinzarzycki.com
zarzycki@ucar.edu

Kessler microphysics
•  Simple microphysics parameterization that represents water vapor (qv), cloud water (qc), and 

rainwater (qr) based on Kessler [1969].
•  Called at the end of each physics timestep (Δt), updates (potential) temperature (θ) and 

moisture variables)
•  ~100 lines of Fortran
•  L – latent heat of condensation
•  Cr – collection rate of rainwater
•  Er – rainwater evaporation rate
•  Vr – rainwater terminal velocity
•  cp – specific heat capacity
•  π – Exner function
•  qvs – saturation vapor mixing ratio
•  Ar – autoconversion cloud -> rain

�qr

�t
= �Er + Ar + Cr � Vr

@qr

@z

�qc

�t
= ��qvs

�t
� Ar � Cr

�qv

�t
=

�qvs

�t
+ Er

�✓

�t
= � L

cp⇡

⇣�qvs

�t
+ Er

⌘

Maximum updraft velocity with grid resolution

Supercell test setup and initialization

Summary
•  Non-hydrostatic dynamics required for accurate representation of supercells
•  Clear differences/uncertainties in storm evolution due to dynamical core
•  Intramodel global convergence of maximum updraft velocity near ~0.5km grid spacing 

but intermodel differences are a factor of two
•  Less convergence in structural representation as resolution is increased
•  Uncertainties likely stem from not only numerical discretization but form and 

implementation of diffusion/filtering mechanisms
•  Critical to further investigate and understand behaviors given that variable-resolution 

global models O(1km) and globally-uniform models O(10km) in coming years

References

Overview
•  Supercell thunderstorms: strong, long-lived convective cells 

containing deep, persistent rotating O(10km) updrafts
•  Test case formulation based on Klemp et al., [2015]
•  Models initialized on reduced radius Earth (X=120)

•  Δx~4km (r400), 2km (r200), 1km (r100), 0.5km (r50) 
resolution simulations

•  Initial vertical profile: large CAPE (~2200 m2/s2) and strong low-
level wind shear (30 m/s, linear shear below 5km, constant 
wind aloft)

•  Near-surface thermal perturbation introduced to initiate 
convection

•  Kessler-type parameterization used to represent cloud 
microphysics (see right)

•  Uniform ∇2 diffusion applied to ensure numerical convergence
•  Models integrated for 120 minutes (7200 seconds)

The 2016 Dynamical Core Model Intercomparison Project (DCMIP-2016) assesses the 
modeling techniques for global climate and weather models and was recently held at the 
National Center for Atmospheric Research (NCAR) in conjunction with a two-week 
summer school. Over 12 different international modeling groups participated in 
DCMIP-2016 and focused on the evaluation of the newest non-hydrostatic dynamical 
core designs for future high-resolution weather and climate models.

The paper highlights the results of the third DCMIP-2016 test case, which is an 
idealized supercell storm on a reduced-radius Earth. The supercell storm test permits the 
study of a non-hydrostatic moist flow field with strong vertical velocities and associated 
precipitation. This test assesses the behavior of global modeling systems at extremely 
high spatial resolution and is used in the development of next-generation numerical 
weather prediction capabilities. In this regime the effective grid spacing is very similar to 
the horizontal scale of convective plumes, emphasizing resolved non-hydrostatic 
dynamics. The supercell test case sheds light on the physics-dynamics interplay and 
highlights the impact of diffusion on model solutions.

Although there is no Coriolis force in these simulations, the presence of vertical wind shear requires latitudinal var-
iation of both the potential temperature and pressure to maintain a balanced state in the absence of imposed
perturbations. As in the mountain-wave test case, the initial fields must satisfy both the hydrostatic equation:

@!p
@z

52
g

cp
!hv
; (14)

and the gradient wind equation:

!u2tan /52cp
!hv
@!p
@/

; (15)

where !hv is the virtual potential temperature and !p is the Exner function. (Equations (14) and (15) are the
same as (2) and (3), except written in terms of (p, hv) instead of (p, T).) Cross differentiating these two equa-
tions and equating !p/z , we obtain the following equation for !hv :

@!hv

@/

ði11Þ

5
sin 2/

2g
U2

eq
@!h
ðiÞ
v

@z
2!h

ðiÞ
v

@U2
eq

@z

( )

; (16)

This equation can be readily solved by iteration (as indicated by the i superscripts), and is found to converge
in two to three iterations. After computing a balanced !hv from (16), the corresponding balanced pressure is
obtained from the hydrostatic equation (14), after adjusting the pressure along the top of the domain using
(15). The moisture !qvðzÞ is computed based on the thermodynamic sounding at the equator, and does not
vary with latitude. The variations of the balanced initial thermodynamic fields with latitude are displayed in
Figure 10. The maximum deviations (about 2.58 K for h and 21 mb for p) occur at the surface at the poles.
Notice that these variations from their values at the equator depend only on latitude, and not on the radius
reduction of the sphere.

3.2. Model Configuration for the Supercell Case
For this supercell test case on a reduced-radius sphere, we specify a radius reduction factor of X 5 120,
which provides a large enough sphere to maintain good quantitative correspondence with comparable

Figure 9. Mean wind and thermodynamic sounding at the equator for the supercell simulation on a reduced-radius sphere. The skew-T
plot displays the temperature (black line), dew point (blue line), and the moist adiabat for surface parcel ascent (dashed red line).
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Time evolution of supercells at 1km resolution Structural sensitivity to resolution •  Maximum updraft 
evolution (0 – 120 
min.) as a function of 
resolution

•  Updraft velocity 
generally increases 
from Δx~4km -> 1km; 
“underresolved” 
dynamics at lower 
resolutions

•  Convergence appears 
for most models 
between Δx~1km and 
0.5km

•  Maximum updraft 
velocities vary by x2 
between models

•  Cross-sections at 5km elevation of vertical velocity (w, top, m/s) and 
rainwater (qr, bottom, g/kg) for 1km (r100) simulations

•  Panels (left-to-right) are +30, 60, 90, and 120 min. from initialization
•  All models show single “connected” updraft at 30 minutes along the 

equator, collocated with single precipitation maximum
•  By 60 min., signs of splitting, although some models (e.g., FVM, 

Tempest) show less bifurcation than others (e.g., ICON, NICAM)
•  All supercells split and move equatorward through the second hour, 

with near-mirror symmetry
•  Coherence of supercell updrafts as well as transverse distance from 

centerline (equator) vary significantly by end of simulations

•  Cross-sections at 5km height of vertical velocity (w, top, m/s) and rainwater (qr, 
bottom, g/kg) at +120 min. from initialization

•  Panels (left-to-right) are 4km, 2km, 1km, & 0.5km grid spacing for each model
•  Wide range of solutions between models, even at 0.5km resolution
•  Some models appear to be structurally converged, others do not

rainwater
(qr) 

z=5km
(g/kg)

v. velo.
(w)

z=5km
(m/s)

Δx~4km Δx~2km Δx~1km Δx~0.5km

rainwater
(qr) 

z=5km
(g/kg)

v. velo.
(w)

z=5km
(m/s)

t=30min t=60min t=90min t=120min

See DCMIP baroclinic wave test poster for model descriptions

Kessler, E. (1969), On the distribution and continuity of water substance in atmospheric 
circulation, Meteorol. Monogr., vol. 32, 84 pp., Am. Meteorol. Soc., Boston, Mass. 
Klemp, J. B., W. C. Skamarock, and S.-H. Park (2015), Idealized global nonhydrostatic 
atmospheric test cases on a reduced-radius sphere, J. Adv. Model. Earth Syst., 7, 1155–1177, 
doi:10.1002/2015MS000435. 
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Abstract. Atmospheric dynamical cores are a fundamental component of global atmospheric modeling systems, and are re-

sponsible for capturing the dynamical behavior of the Earth’s atmosphere via numerical integration of the Naviér-Stokes equa-

tions. These systems have existed in one form or another for over half of a century, with the earliest discretizations having now

evolved into a complex ecosystem of algorithms and computational strategies. In essence, no two dynamical cores are alike,

and their individual successes suggest that no perfect model exists. To better understand modern dynamical cores, this paper5

aims to provide a comprehensive review of eleven dynamical cores, drawn from modeling centers and groups that participated

in the 2016 Dynamical Core Model Intercomparison Project (DCMIP) workshop and summer school. This review includes

choice of model grid, variable placement, vertical coordinate, prognostic equations, temporal discretization, and the diffusion,

stabilization, filters and fixers employed by each system.

1

Geosci. Model Dev. Discuss., https://doi.org/10.5194/gmd-2017-108
Manuscript under review for journal Geosci. Model Dev.
Discussion started: 6 June 2017
c� Author(s) 2017. CC BY 3.0 License.

FVM and MPAS results for stratified flow past Schär mountain on a reduced-radius planet after 2 h
(left: potential temperature perturbation θ′ [K], right: vertical velocity w [m/s], lon-height section at lat=0)

amplitude poleward of about 6258 latitude, while at 16 km (Figure 7b) there are noticeable perturbations
in the 308–608 latitude range that depart from the vertical velocity field obtained on the flat plane (Figure
7d). Even greater departures are apparent in the potential temperature perturbations at this height. Thus,
for the model configuration used for this test case, good quantitative agreement with mountain waves in a
Cartesian geometry should only be expected below about 10 km in altitude.

For this case, the mountain waves exhibit a strong nonhydrostatic character, with significant propagation of
wave energy downstream as well as in the vertical. Nevertheless, including an absorbing layer to prevent artifi-
cial reflections of wave energy from the model top is essential to obtaining accurate solutions. The impact of
the upper absorbing layer is evident in comparison with the corresponding solution obtained with the absorb-
ing layer removed, shown in Figure 8, which depicts the respective vertical cross sections for the potential tem-
perature and vertical velocity along the equator at 2 h. These results emphasize the importance of absorbing
the upward propagating gravity-wave energy to prevent significant artificial reflection from the upper

Figure 5. Vertical cross sections for h0 and w in the streamwise direction along the mountain centerline at t 5 120 min for the (a and b)
reduced-radius sphere and (c and d) flat plane. (e and f) The corresponding 3-D linear analytic solution from Appendix B.
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Christian Kühnlein, Sylvie Malardel, Piotr Smolarkiewicz, Nils Wedi 13/16

FVM MPAS



Mesoscale convective storm on reduced-size planet

Supercell evolution (0.5, 1, 1.5, 2h) with FVM (left) and MPAS (right) at ≈ 0.5 km grid spacing
(cf. Klemp et al. 2015):

Dqv

Dt
5

Dqvs

Dt
1Er ; (20)

Dqc

Dt
52

Dqvs

Dt
2Ar2Cr ; (21)

Dqr

Dt
52 Er1Ar1Cr2Vr

dqr

dz
: (22)

Here L is the latent heat of condensation, Ar is the autoconversion rate of cloud water to rainwater, CR is the
collection rate of rainwater, Er is the rainwater evaporation rate, and Vr is the rainwater terminal velocity. For
each variable /; D/5/t1Dt2/!, where /! is the value at the new time level prior to the final microphysics
update.

Figure 11. Horizontal cross sections for the simulation with X 5 120 and D " 500 m at 5 km at 30 min intervals for (a) vertical velocity
(c.i. 5 2 m s21) and (b) rainwater (c.i 5 1 g kg21). Here the longitudinal positions are displayed in the ground-relative framework.
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Mesoscale convective storm on reduced-size planet

Supercell for grid spacings (4, 2, 1, 0.5 km) with FVM (left) and MPAS (right) after 2 h of
simulation (cf. Klemp et al. 2015):

3.6. MPAS Results for Supercell Simulations
Simulations were integrated over a 2 h time interval, with convection initiated by the warm bubble described in
section 3.3. The overall evolution of the splitting supercells is well illustrated by the horizontal cross sections of
vertical velocity and rainwater at 5 km at half hour intervals shown in Figure 11. Here the longitudinal position
of the fields are shown based on a ground relative framework (i.e., the Uc 5 15 m s21 has been added back into
the translation speed of the storm). At 30 min, a single strong updraft is producing significant precipitation that
is collocated with the updraft. By 1 h, the initial updraft has split into two distinct updraft cells due to the nega-
tive buoyancy associated with rainwater loading along the central line of symmetry (equator), together with
favorable lifting vertical pressure gradients on the flanks of the rotating updrafts [Rotunno and Klemp, 1982,
1985]. By 90 min, the storm splitting has produced two mirror-image supercell storms, one with cyclonic updraft
rotation propagating to the right (south) of the mean winds, and the other rotating anticyclonically and propa-
gating to the left (north) of the mean winds. Owing to their transverse propagation, the two supercells continue
to move farther apart over the second hour.

The physical relevance of the supercell simulation on an X 5 120 reduced-radius sphere can be established
through comparisons with a corresponding simulation in Cartesian geometry. For this purpose, we have
configured an MPAS grid to represent a flat plane of hexagonal grid cells with periodic lateral boundary

Figure 14. Horizontal cross sections at 5 km at 2 h of (a) vertical velocity (c.i. 5 2 ms21), and (b) rainwater (c.i 5 1 gm/kg). Fields are dis-
played for simulations on the reduced-radius sphere for horizontal grid spacings of D ! 0:5 km, D ! 1:0 km, D ! 2:0 km, and D ! 4:0 km
(from left to right).
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B. Raoult, P. K. Smolarkiewicz, N. P. Wedi, Atlas: The ECMWF framework to flexible numerical weather
and climate modelling., https://doi.org/10.1016/j.cpc.2017.07.006, 2017.
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