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Inertia-gravity waves
Ocean dynamics: a mixture of

I slow motion: nonlinear
dynamics of the geostrophic
mode,

I fast oscillations: IGWs, with
frequencies

f ≤ |ω| ≤ N ,

i.e., minutes . T . hours,
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Figure 1
Kinetic energy spectral estimates for instruments on a mooring over the Mid-Atlantic Ridge near 27◦N (Fu
et al. 1982). The inertial, principal lunar semidiurnal M2, and diurnal O1, K1 tidal peaks are marked, along
with the percentage of kinetic energy in them and the kinetic energy lying between f and the highest
frequency estimate. Least-squares power-law fits for periods between 10 and 2 h and for periods lying
between 100 and 1000 h are shown. The approximate percentage of energy of the internal wave band lying
in the inertial peak and the M2 peak is noted. In most records, the peak centered near f is broader and higher
than the one appearing at the M2 frequency. When f is close to the diurnal frequency, it is also close to
one-half the frequency of M2, when the parametric subharmonic instability can operate. Some spectra show
the first overtone, 2 M2 of the semidiurnal tide. Instrument at (a) 128 m, (b) 1500 m, and (c) 3900 m (near the
bottom). The geostrophic eddy band is greatly reduced in energy near the bottom, as is the inertial band,
presumably because of the proximity of steep topography. Note the differing axis scales.

(where σ is the radian frequency, and q is an empirical constant), which we call the geostrophic
eddy range. A conspicuous inertial peak exists at σ ≈ f, where f = 2" sin θ is the Coriolis fre-
quency equal to twice Earth’s rotation period " multiplied by the sine of the latitude, θ , and sepa-
rates the geostrophic eddy band from higher-frequency nongeostrophic motions.2 At frequencies
σ > f, there is another approximate power-law band usually identified as internal waves. A number
of other features, especially tidal lines, appear in most of the records (discussed below). In all

2In this review, as in the oceanographic literature, the term inertial waves refers to those waves in a stratified rotating fluid
with radian frequency σ ≈ f. They should be distinguished from the alternative use in rotating nonstratified fluids as waves
with 0 ≤ σ ≤ f (e.g., Chandrasekhar 1968). Here internal waves denote those motions f ≤ σ ≤ N, which include inertial waves
as a special case. Analogous motions exist in fluids for which N ≤ σ ≤ f, including N = 0, but such conditions are almost
nonexistent in the ocean.
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Phillips & Rintoul 2000; Ferrari

& Wunsch 2009

The time-scale separation is estimated by the Rossby number

ε =
U
fL
� 1.
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Inertia-gravity waves

I about 10% of ocean kinetic
energy is in IGWs,

I forced by winds and tides,
topography. . .

I broad range of spatial
scales, overlapping with
scales of the geostrophic
flow.

is used here to correct the NCEP fluxes in both hemi-
spheres. The REMO and corrected NCEP fluxes agree well
at all latitudes (Figure 3e). Since this factor also works well
with NE Pacific NCEP/buoy comparisons (not shown), the
northern fluxes presented here are considered reliable. (The
data-poor high-southern-latitude NCEP winds are less so,
allowing the possibility that the fluxes there are under-
estimated.)

5. Results
5.1. Spatial Maps

[15] Seasonally-averaged spatial maps of the spectral-
solution flux (Figure 4) are qualitatively identical to those
presented in A01, and the reader is referred there for more
details. As in A01, strong western-enhanced, midlatitude
fluxes are observed with maxima in local winter associated
with travelling storms. These midlatitude maxima are evi-
dent, as before, in the zonal-mean profile (Figure 1, green).
[16] The global power input from the wind to inertial

motions is given by the area integral of the panels in Figure 4.
For the period 1989–1995 (considered by WH), the mean
input is 0.47 TW, about 60% higher than A01’s previous
estimate (owing to the larger domain and the incorporation of
near-inertial Ekman motions), but only 70% of theWH value
(see Appendix A).

5.2. 54-Year Record

[17] Since the 1950’s the frequency and intensity of extra-
tropical cyclones has increased in both the northern [Graham

and Diaz, 2001] and southern [Hopkins and Holland, 1997]
Pacific. The effects of these changes on the fluxes are
investigated by computing the wind-work for each year of
the NCEP Reanalysis, from 1948–2001. (The same MLD
climatology is used for all years. However, wind, rather than
MLD, fluctuations dominate the fluxes [A01].) The tropical
input (jlatj < 20!) has remained nearly constant at 0.15 TW
over the 54-year record (Figure 5, blue line), but the
extratropical input has increased by about 40%. The total
has increased about 25% over the 54 years, paralleling
observations of increasing cyclone frequency (gray line),
maximum wind, and wave heights in the North Pacific

Figure 2. Flux transfer functions Re[R(s)] for Z (black),
ZE (red) and ZI (green) for the frequency-independent-r case
(thin) and an r that decays to zero for s < 0.5f (thick).

Figure 3. Annual-mean flux for 1988 from NCEP (a) and
REMO (b). (c) The zonal-mean flux from the NCEP (thin)
and REMO (thick) winds. (d) The ratio at each location
(dots), the zonal mean (thin), a fit (thick), and the factor
used by WH (dashed). (e) Scatter plot of REMO vs.
corrected NCEP fluxes.

Figure 4. The 1992 global distribution of work done by
the wind on near-inertial motions computed using (5) and
incorporating monthly mixed-layer-depth variations. Each
panel is a seasonal average over the months indicated at left.
Ice is indicated in white.

ALFORD: INERTIAL ENERGY-FLUX 6 - 3

Alford et al 2003
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FIGURE 1. Observations from the eastern subtropical North Pacific: (a) observed
transverse and longitudinal kinetic energy and potential energy spectra Ĉu, Ĉv , and Ĉb;
(b) decomposition into rotational and divergent components D and D� from (2.30), (2.31)
and (2.27); here K = (D � kdD /dk)/2 and K� = (D� � kdD�/dk)/2; (c) total observed
energy E and total inertia–gravity wave energy EW from (2.37); (d) ratio D /D� compared
to !⇤ from GM spectrum and M2 value for reference; (e) diagnosis of the balanced
components of the observed spectra Ĉu

V , Ĉv
V , and Ĉb

V ; (f ) diagnosis of the inertia–gravity
wave component of the observed spectra Ĉu

W , Ĉv
W , and Ĉb

W . In (a) a line corresponding to
a k�2 power law has also been added for reference.

Wave–vortex decomposition of one-dimensional ship-track data 1021
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FIGURE 2. Observations from the Gulf Stream region: (a) observed transverse and
longitudinal kinetic energy spectra Ĉu and Ĉv; (b) decomposition into rotational and
divergent components D and D� from (2.30), (2.31) and (2.27); here K = (D �
kdD /dk)/2 and K� = (D� � kdD�/dk)/2; (c) diagnosis of the balanced components of
the observed spectra Ĉu

V and Ĉv
V ; (d) diagnosis of the inertia–gravity wave component of

the observed spectra Ĉu
W and Ĉv

W . In (a) a line corresponding to a k�3 power law has also
been added for reference.

a scale of approximately 20 km. Using (2.30) and (2.31), we perform the Helmholtz
decomposition into rotational and divergent components (figure 1b). In contrast to the
eastern Pacific case, the rotational part D here vastly dominates over a wide range
of scales: only at 20 km does the divergent component D� become comparable to the
rotational component D . Notably, at large scales the true D� becomes close to zero,
but our computed D� actually becomes negative, which is of course unphysical. This
is the numerical robustness issue discussed at the end of § 2.2.

Since no buoyancy data are available, the only way to decompose into a balanced
part and an inertia–gravity wave part is to make an assumption about the frequency
content of the waves. We choose the GM curve to perform the decomposition,
since the GM empirical spectrum is largely based on observations collected nearby
the North Atlantic region considered here. The diagnosed balanced components
Ĉu

V and Ĉv
V show good agreement with the observed spectra Ĉu and Ĉv in the

range 50–200 km (figure 2c). At larger scales, the reconstruction overestimates the

EK vs k/2π in Subtropi-
cal North Pacific and Gulf
Stream

Bühler, Callies & Ferrari 2014
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Internal tides

Ocean ITs:
I generated by barotropic tide

over topography,
I dominated by semidiurnal M2

frequency, ω = 2π/12.25 h−1,
I dominated by low vertical

modes,
I spatial scales ∼ 100 km as

follows from dispersion
relation

ω = ±
√

f 2 + gHn|k|2 .

Thus, one can interpret the variability of h in terms of the
surface expression of the pressure modes. Equation (8)
shows that variability in p̂(m) is the combined result of
local changes in stratification, which determines Dn and
[f(m)f(n)]z52H, and nonlocal changes in generation and
propagation, which determine û(n). Using the Wentzel–
Kramers–Brillouin (WKB) approximation to estimate
the solution of Eq. (10), one finds that the equivalent
depth Dn depends only on the vertical integral of the
buoyancy frequency

Dn ’
ð0

2H
N(z) dz

" #2
(gn2p2) .

.
(11)

The mode functions at the ocean surface and bottom
[f(m)]z50,2H, are proportional to (NDn)

1/2 evaluated at the
same depths. Changes in the buoyancy frequency N1/2 at
the ocean bottom, z 5 2H, are very small; hence, time
variability in [f(m)f(n)]z52H is due to variability inDn, and
the fractional variation is the same as displayed in Fig. 9a.
Figure 11 displays the internal mode-1 surface eleva-

tion field h(1) along with several metrics of its variability.
The real part (in-phase component) of the ensemble-
mean h(1) (Fig. 11a) illustrates the spatially variable wave
field that results from interference of multiple sources

along the ridge. The standard deviation of h(1) (shown in
Fig. 11b with the same color scale as in Fig. 11a) mimics
most aspects of Fig. 8 and shows the increase of vari-
ability with distance from the ridge modulated by
smaller-scale spatial fluctuations that result from in-
terference. In particular, note that the bottom topog-
raphy field (j$Hj) is not evident in the field of h(1)

variability, as would be the case if variability in the
modal coupling terms were significant. Figure 11c il-
lustrates the variance of the mode-1 height as a fraction
of the mean, which would be associated with the in-
coherent tide. Close to the ridge the variance is a small
fraction of the mean-square modal amplitude, except
near nodal lines in the h(1) field. Because mode 1 has
the largest sea surface expression of the internal modes,
its variability is responsible for the majority of the tidal
variability, due to all modes (Fig. 11d). The degree to
which detection of the nonstationarity mode-1 internal
tide depends on the location and orientation of the
measurement array is apparent from Fig. 11b, which
shows more than a factor of 2 differences in the standard
deviation depending on location. The spatial variability in
the coefficient of variation (Fig. 11c) is even more ex-
treme because of the large relative values in the nodal
areas between beams where the mean amplitude is small.

FIG. 11. Mode-1 ensemble mean and variability. (a) The real part (in phase) of the mode-1 ensemble mean sea surface expression has
peak amplitudes from 3 to 4 cm. (b) The std dev of mode-1 ensemble attains a max value of nearly 2 cm at distance from the ridge. (c) The
incoherent fraction of themean-squaredmode-1 signal is spatially variable, consistent with the along-track analysis in Figs. 5–7. (d)Mode-
1 variability is the largest part of total tidal variability (all modes) over most of the domain. Higher than mode-1 variability is significant
closer to the ridge, particularly to the northeast and in between mode-1 ‘‘beams.’’

FEBRUARY 2014 ZARON AND EGBERT 549

Zaron & Egbert 2014

In fact, the possibility that some of the ‘‘background’’
variance in Figs. 12–15, including that lying between the
mode-1 and mode-2 wavenumber rings, might be a real
signal and not simply estimation or mapping noise

should not be casually dismissed. For example, it is
conceivable that some variance could be associated with
topographic scattering of evanescent waves whose
wavenumbers are set directly by the topographic forcing
rather than the dispersion relation. Identification of
possible real signals that lie off the dispersion relation

FIG. 12. Internal tide wavenumber spectrum showing strong,
nearly circular pattern of energy corresponding to a wavenumber

magnitude
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(k2

x 1 k2
y)

q
for a first baroclinic mode for the region

258–458N, 1758–1558W, north of the Hawaiian Ridge (inset map,
top right). The azimuthal integral of the two-dimensional spectrum
(inset, bottom right) shows the pronounced peak from this mode at
wavelength approximately 160 km, as well as a secondary peak of
a second mode at approximately 80 km.

FIG. 13. As in Fig. 12, but for the region 358–158S, 1808–1608W,
northeast of New Zealand. First mode displays propagation in all
directions; second mode is also evident, primarily toward the south.

FIG. 14. As in Fig. 12, but for the region 108S–108N, 1108–908W, in
the eastern Pacific.

FIG. 15. As in Fig. 12, but for the region 108–308N, 1258–1458E, in
the western Pacific. This region is affected by waves from a large
number of known generation sites, and the spectrum thus reflects
wave propagation in most directions, although somewhat weaker
toward the north and northeast. Waves from Luzon Strait may be
partially concealed by the cosine windowing used for spectral
analysis.

JANUARY 2016 RAY AND ZARON 15

Ray & Zaron 2016
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Internal tides

ITs matter because they:
I transport energy away from generation sites,
I dissipate through instabilities, breaking,
I cause small-scale mixing with impact on stratification and

large-scale circulation,
I exert dissipative and non-dissipative wave drag,
I have a footprint on the sea-surface height.

Sea-surface footprint:
I complicates the retrieval of balanced flow from satellite

altimetry,
I motivates studies of impact of geostrophic flows on ITs,

I numerical simulations, Ponte & Klein 2015, Dunphy et al 2017
I wave-averaged model. Wagner et al 2017
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Internal tides

3D Boussinesq simulations
Ponte & Klein 2015

Wave-averaged equation:
Wagner et al 2017

With p = fψ+ Ae−iωt + A∗eiωt

,

782 G. L. Wagner, G. Ferrando and W. R. Young

where the ‘dispersion operator’ D is

D def= @2
x + @2

y| {z }
def=1

� ↵ @z
f 2

N2
@z

| {z }
def=L

. (1.3)

In (1.3) N(z) is the buoyancy frequency at depth z associated with an arbitrary
background density stratification and we have defined the horizontal Laplacian 1 and
vertical derivative operator L. The non-dimensional parameter

↵
def= � 2 � f 2

f 2
(1.4)

is the wave Burger number.
The dispersion constraint in (1.2) is tantamount to a statement that A approximately

obeys the hydrostatic dispersion relation. For example, for a plane wave in constant
density stratification with horizontal and vertical wavenumbers k and m, the constraint
DA = 0 implies that ↵ = (Nk/fm)2 gives the scaled and squared aspect ratio of the
wave field, so that through (1.4) its frequency satisfies the hydrostatic dispersion
relation � 2 = f 2(1 + ↵) = f 2 + (Nk/m)2. Equation (1.2) additionally implies that A has
negligible available potential vorticity, or ‘APV’, defined for small Rossby number
flows by Q = N�2[vy � ux + @z( fb/N2)], where u and v are horizontal velocities and
b is buoyancy. Equation (1.2) thus maintains the distinction between waves and flow
that Wagner & Young (2015) show is a fundamental property of APV.

A distinctive feature of the hydrostatic wave equation is that the equality in (1.2) is
approximate rather than exact, which means the hydrostatic wave equation describes
the near-resonant dynamics of parts of the wave field that does not exactly satisfy the
linear dispersion relation. After introducing the hydrostatic Boussinesq equations in § 2
and developing up the asymptotic and multiple time expansion in the beginning of § 3,
our derivation takes the key step toward this description in § 3.3 by ‘reconstituting’
(Roberts 1985) the leading-order equation, DA = 0, with the first-order equation that
describes the nonlinear interaction of  and A. Additional heuristic but well-motivated
modifications described in § 4 then lead to the final form the of the hydrostatic wave
equation,

EAt + J( , EA) + i↵�DA + J(A, D ) � 2i�
f 2

[J( x, i�Ax � fAy) + J( y, i�Ay + fAx)]

+ i�
f


rh · (D rhA) � D

✓
↵f 2

N2
 zAz

◆
+ @z

✓
↵f 2

N2
 zDA

◆�
= 0, (1.5)

where rh
def= @xx̂ + @yŷ is the horizontal gradient, the Jacobian is J(a, b) = axby � aybx

and the operator E is

E def= ↵

2
[1+ (4 + 3↵)L]. (1.6)

The hydrostatic wave equation (1.5) describes the slow evolution of hydrostatic
internal waves with a pressure field given by (1.1), in three-dimensional quasi-
geostrophic flow with streamfunction  (x, y, z, t) of arbitrary spatial scale and
non-uniform background stratification with buoyancy frequency N(z).
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Stiff equation for the wave amplitude.



INTRODUCTION INTERNAL TIDES SCATTERING NUMERICAL RESULTS CONCLUSION

Internal tides
Internal tides in quasi-geostrophic flow 797
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FIGURE 2. (Colour online) Scattering of a plane wave with frequency � = f
p

2 and thus
↵ = 1 by two-dimensional turbulence with maximum vorticity max(1 /f ) ⇡ 0.14 in the
linearized Boussinesq equations and the hydrostatic wave equation. Parameters and initial
conditions are given in § 6.3. (a–c) Show the initial turbulent vorticity, speed and energy
spectra. (d–o) Show wave field evolution in four snapshots: (d–g) shows speed VB in
the linearized hydrostatic Boussinesq system (6.13)–(6.15); (h–k) shows speed VA in the
hydrostatic wave equation (6.11); and (l–o) shows the logarithm of the spectral measure
�A from the hydrostatic wave equation. V and � are defined in (6.19) and (6.20).

and VA from the hydrostatic wave equation (6.11). Figure 2(l–o) shows snapshots of
the normalized wave potential energy spectra

�(k, `, t) def= |Ân|2Z
|Ân|2 dk d`

(6.20)

from the hydrostatic wave equation (6.11).
The snapshots of speed V and spectra � reveal how wave scattering by turbulence

both smears wave energy to wavenumber magnitudes higher and lower than k0 and
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Wagner et al 2017
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IT scattering

What is the generic effect of a turbulent flow on ITs?

Model flow by a random field and predict wave statistics.

Assume:
I no spatial scale separation: kLflow = O(1): scattering.
I random flow, with stationary and homogenous statistics,
I weak flow, ε� 1:

IGW dispersion� advection, refraction,
I IGWs modulated over scale `� k−1 ∼ Lflow.

Apply theory of wave scattering in random media to obtain an
equation governing the wavenumber-resolving energy density
a(x,k, t) . Rhyzhik, Keller & Papanicolaou 1996
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IT scattering
Starting point: Boussinesq system linearised about a fixed
barotropic QG flow: ε1/2∇⊥ψ, ε� 1.
Project onto baroclinic modes:

Dtun + ε1/2un · ∇∇⊥ψ + f ẑ× un = −g∇ηn,

Dtηn + hn∇ · un = 0,

where Dt := ∂t + ε1/2∇⊥ψ · ∇.

Define Wigner matrix,

W(x,k, t) =

∫
eik·y

(
un(x + εy/2, t)
ηn(x + εy/2, t)

)
⊗
(

un(x− εy/2, t)
ηn(x− εy/2, t)

)
dy.

It satisfies a linear equation that can be solved perturbatively:

W(x,k, t) = W0(x,k, t) + ε1/2W1(x, t,k, x/ε, t/ε) + · · ·
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IT scattering

To leading order,

W0(x,k, εt) = a(x,k, t) e(k)⊗ e∗(k),

defines the energy density a(x,k, t).

Next order: use ergodicity to obtain the kinetic equation

∂a
∂t

+∇kω · ∇xa−∇xω · ∇ka =

∫

R2
σ(k,k′)a(k′)dk′ − Σ(k)a(k) ,

I σ(k,k′) is the differential scattering cross-section,
I Σ(k) =

∫
σ(k,k′)dk′, total cross-section.
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IT scattering
The scattering cross-section is given by

σ(k,k′) =
2π

ghnω3|k|3
{
|k′ × k|2

[
(ω2+f 2)k·k′−f 2|k|2

]2
+f 2ω2[|k′ × k|2

+ k · k′(|k|2 − k · k′)
]2}

δ(|k| − |k′|)Ê(k′ − k),

where ω =
√

f 2 + ghn|k|2, and E(k) is the flow kinetic energy
spectrum.

I transfers restricted to |k| = |k′|, ie
ω(k) = ω(k′),

I no effect of the (slow) time
dependence of flow,

I for isotropic flows, σ = σ(|k|, θ′),
I since |k| is fixed, scattering in

angular coordinate only. k

l

k

k′

θ′

θ

|k|

|k|
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Figure 1: Scattering cross section ‡Õ in (3.2) for the energy spectrum (3.9) as a function
of the peak wavenumber Ÿ and the angle ◊. The IT wavenumber is fixed as |k| = 3 ◊
10≠5 m≠1 corresponding to the mode-1 M2 at 45¶ latitude. The left panel shows the
range 0.2|k| 6 Ÿ 6 |k|, the right panel the range 0.5|k| 6 Ÿ 6 2.5|k|.

spectrum with finite energy for |k| < Ÿ. This turns out to be important: because of the244

factor ‚E(2|k sin(◊Õ/2)|), the scattering cross section (3.2) depends on the energy in the245

range [0, 2|k|]. In particular, if |k| 6 Ÿ/2, a spectrum with ‚E = 0 for |k| 6 Ÿ would lead246

to no scattering.247

Figure 1 shows the scattering cross section ‡Õ in (3.2) as a function of ◊ and Ÿ for248

vrms = 0.25 m s≠1 and for f = 1.028 ◊ 10≠4 s≠1 corresponding to 45¶ latitude. The249

equivalent depth is set to h = 1.2 m, as appropriate for the first baroclinic mode (Olbers250

et al. 2012), and the frequency to Ê = 2fi/12.42 hours, corresponding to the M2 tide.251

The horizontal wavenumber is then |k| = 3◊10≠5 m≠1 corresponding to a wavelength of252

about 200 km. The figure indicates that scattering is local in the angular coordinate, that253

is, ITs are preferentially scattered into waves with nearby directions. This is especially254

the case for small values of Ÿ, corresponding to flows with typical scales much larger than255

the IT wavelength, when the values of ‡Õ are the also the largest for Ÿ.256

The net e�ect of the scattering depends on both the local values of ‡Õ and the range257

of ◊ where ‡Õ is substantial, and is best measured by the scattering and isotropisation258

times and lengths introduced in (3.6), (3.7) and (3.8). These are deduced from the cosine259

transform of ‡Õ which give the eigenvalues of the scattering operator. The eigenvalues260

are illustrated in Figure 2a plotted for Ÿ = 1.45◊10≠5 m≠1, that is, to a flow correlation261

length lc ¥ 180 km. The most important eigenvalues are the two largest, n = 0 and here262

n = 1, since they control the scattering and isotropisation time- and lengthscales. These263

scales are displayed as functions of Ÿ in Figure 2b. The figure shows that large-scale flows264

lead to rapid scattering but slow isotropisation. This can be easily understood: large-265

scale flows cause rapid energy transfers but, because these are limited to waves of similar266

directions, a long time is needed for energy to be distributed near-uniformly in the angular267

direction. Isotropisation is most e�ective when Ÿ has an order of magnitude similar268

to |k|: for the chosen energy spectrum, isotropisation is fastest for Ÿ ¥ 6 ◊ 10≠5 m≠1269

corresponding to a flow correlation length of about 50 km. Isotropisation slows down270

for larger values of Ÿ simply because the total flow energy in the useful range [0, 2|k|]271

decreases with Ÿ.272

Figure 2c shows the scattering and isotropisation times and lengths as functions of273

vrms and for Ÿ = 1.45 ◊ 10≠5 m≠1. The dependence is simply in v≠2
rms. The figure suggests274

Cross section σ̃(θ) =
∫
σ(k,k′)|k′|d|k′| for a realistic E(|k|):

I E(|k|) ∼ |k|−3.5 for |k| � 1,
I peak wavenumber |k| = κ.

What is the effect of
∫
σ̃(θ − θ′)a(θ′, t) dθ′ ?
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IT scattering

Ignoring spatial dependence, with a(k, t) =
∑

n an(t)einθ , the
kinetic equation reduces to

∂tan = (λn − λ0)an ,

with λn =
∫ π

0 σ̃(θ) cos(nθ) dθ.

I describes relaxation of IGWs towards isotropy,
I cf diffusion, (λn − λ0) 7→ −κn2,
I two time scales:

I λ−1
0 , scattering time scale,

I maxn6=0(λn − λ0)−1, isotropisation time scale,

I spatial scales: multiply by cg = ∂kω.
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Numerical results
Shallow water

Lscatter ' 659 km, Lisotropic ' 4334 km.
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Numerical results
Kinetic equation

With ∂y = 0 and |k| = const, a(x,k, t) = a(x, θ, t) solves

∂ta + |cg| cos θ∂xa =

∫ 2π

0
σ(θ − θ′)a(θ′) dθ′ − Σa(θ) .
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Conclusion

Scattering by random flows
I a formalism to study the generic impact of flows on IGWs,
I statistical take on earlier work, Lelong & Riley 1991, Bartello 1995,

Ward & Dewar 2010, Wagner et al 2017

I captures transport in (x,k)-space and scattering,
I for barotropic flows,

I no scale cascade, energy confined to |k| = const,
I isotropisation with predictable time/spatial scale,
I generation at ridges: interplay between transport and

scattering

I limit ω → f recover earlier NIW results. Danioux & V 2016
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Future work

I statistics of wave phase,
wave-flow correlation.

Baroclinic flows:
I Scale cascade redistributes

energy on the cone
|kh|/m = const,

I Initial-value vs forced
problems,

I maintenance of balance by
radiation to∞ in k space.

H Kafiabad

hossein

hossein
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